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Abstract

The Aero Propulsion Laboratory is currently developing
a computer-aided design program for high power airborne
systems. An important part of this design program will be
the feasibility study which was to be based on summary algor-
ithms. These algorithms were to relate the weight and volume
of each system component to the contributing operating para-
meters,

This study first centers on the requirements for an
interpolation scheme to form the summary algorithms. The scheme
will need to work in at least four dimensions and produce accu-
rate results over wide ranges. The advantages of the two
possible interpolation approaches (algorithm development and
direct interpolation) are described. The results of this com-
parison show clear advantages in the direct interpolation
approach using stored data.

The remainder of this study is a description and evalu-
ation of the subroutine which was developed, INTERP. It has
the flexibility to interpolate a data array with two or more
independent variables and will output the values of any number
of dependent variables. The routine also compensates for mis-
sing values in the known data array and issues an error message

to the user when a test point beyond the data range is input.
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INTERPOLATING SUBROUTINE FOR
HIGH POWER SYSTEM DESIGN

I. Introduction

Background

The Aero Propulsion Laboratory has responsibility for
the development of multi-megawatt, airborne power systems.
These high-power systems will be required for directed energy
weapons being developed at the Air Force Weapons Laboratory.
The components required in these power systems will include
turbine, generator, transformer, rectifier, and pulse-
forming network. The three steps in the system development
are (1) the system feasibility study, (2) the detailed com-
ponent design, and (3) the dynamic system simulation
(Figure 1).

The first step, system feasibility study, will use
summary algorithms which relate the weight and volume of each
component to the contributing operating parameters. These
algorithms will then be applied over broad parameter ranges
to determine optimal combinations of components. Operating
parameters determined in this step will then be converted to
component design specifica;ions. Computer programs which can
produce detailed component designs will then be used in step
two to specify the detailed design for each component.

The final step will be the dynamic computer simulation
of the inter-connected components. This simulation will

1
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Fig 1. Flowchart of Computer Aided Design Concept
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evaluate electrical and thermal performance of the entire
system., The electrical simulation will permit evaluation of
voltage and current transients and aid in the refinement of
the control system. Thermal simulation will provide the data
needed to specify the cooling system requirements.

The system study is still in the first phase, the
development of summary algorithms. A summary algorithm des-
cribes the weight or volume of a component as a function of
operating parameters. Examples of operating parameters are
input voltage, frequency, and output power.

Currently, the Aero Propulsion Laboratory is using
civilian contractors to develop design programs and point
designs, which cover the expected range of each of the para-
meters. One contract is with the Raytheon Corporation to
provide 120 minimum weight and volume designs for rectifiers.
The contract also includes 110 inverter designs and 65 designs
for pulse-forming networks. These designs will be delivered

during 1981 and 1982,

Problem
The current problem is the need for a computer pro-
gram which can use the data provided in these designs to form
the summary algorithms needed for system feasibility analyses.
The first objective of this study was to determine the
best format for these algorithms. The format will be deter-

mined by the choice of a multi-dimensional interpolation scheme.




Scope

Considerations in this choice will include (1) compati-
bility of the algorithm format with the next step of the system
analysis, (2) compatibility of the scheme implementation, and
(3) complexity, range, and accuracy of the scheme. The actual
writing of the computer program to form these algorithms will

be the second part of this study.

Approach

The first step in this investigation was a review of

the High Power Studies (a set of technical reports prepared

for the Aero Propulsion Laboratory) and direct consultation
with project engineers in the laboratory to consider the ques-
tion of compatibility with the analysis program. The other
area of investigation was a literature search and consultation
with Dr. Lee, Chairman of the AFIT Mathematics Department, to

compare interpolation schemes.

Sequence of Presentation

A more detailed analysis of the requirements which
affect the choice of the interpolation scheme is presented in
Chapter II. Chapter III describes the two possible approaches
to the interpolation problem and the advantages of each. The
development of an interpolating subroutine based on the direct
interpolation scheme is also proposed.

Chapter IV describes the subroutine developed, INTERP.

In Chapter V the accuracy and effectiveness of INTERP is evalu-

ated using the program CGEN and stored data based on conventional

4
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generator designs. Conclusions and recommendations for future
study are presented in the final chapter.

There are also two appendices. Appendix A includes a
"User Guide' to INTERP along with a sample program and a
listing of the subroutine. Appendix B contains a listing of
CGEN as well as some of the inputs, outputs, data, and graphs

used in the evaluation of INTERP.
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II. Investigation of Requirements

As stated earlier, the primary application of the sum-
mary algorithms will be in the computer program used to deter-
mine the optimal configuration of system components. This
optimal design will include some, but not necessarily all, of
the possible system components indicated below with their
associated parameters:

1) Turbine (including gas generator and fuel supply)--

speed, power, run-time, number of starts

2) Generator (three different types will be considered)

--speed, voltage, power

3) Transformer -- voltage in, voltage out, power,
frequency

4) Rectifiers -- power out, frequency, voltage out

5) Inverters -- voltage in, voltage out, power out,
frequency

6) Pulse-forming networks -- power, pulse width,

pulse repetition time.
Figure 2 depicts a possible system design.

Summary algorithms have already been developed for
transformers, using careful analysis of a large number of
smoothly varying design points. Some algorithms have been
developed for generators. Due to discontinuities, they are

valid only over a limited range. Below is an example of one




TURBINE FUEL
SUPPLY
HIGH-POWER,
HIGH- VOLTAGE
GAS GENERATOR LOAD
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BOX
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Fig 2. Generalized High-Power Airborne System

of these algorithms (Ref 2:4).

where

Algor

Specific Weight (1bs/kW) = .157 [1.28 - .28 (§)

e+ [-.06 + 1.06(

o)
n

RPM

V'

.449
)

RPM

-.6205
1400

1+ [.8567 + .1433(%)] (1)

generator output power (megawatts)
rotational speed

generator output voltage (volts, line-neutral)

ithms developed so far for power conditioning components

are based on preliminary designs and give unacceptable results

in mo

st cases.

s

New design points, now being developed by Raytheon,

will probably provide the most severe test of the interpolating

scheme.

Large data sets over wide ranges will be developed.

——




Inverter designs based on four independent parameters, with
some discontinuities, will be included. This will require an
interpolation scheme, in at least four dimensions, which can

produce reasonable accuracy over wide ranges.
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I11I. Theoretical Approaches

There are two possible approaches to an interpolating
problem. The first is to use the available data to generate
an algorithm, similar to Eq (1), which can then be used inde-
pendently of the data. The alternative approach is to retain
the data in an array or file. When a value of the function
is needed, it is necessary to find the nearest known points
in the array and estimate the value of the function at the
new point. The next step is to compare these two approaches

and determine which is best suited to this application.

Algorithm Approach

First to be considered is the algorithm approach. This
approach has been used to date by engineers working on the high
power systems under consideration. It has the obvious advan-
tage of succinctness. When incorporated into the overall
design feasibility program, the algorithm approach allows
faster execution and requires much less core memory. However,
writing a computer program to reduce a multi-dimensional array
of data to a compact algorithm proves to be a very complex task.

One way to design such a program would be to use the
multi-dimensional spline technique discussed by de Boor in
Reference 3. At first this approach appears reasonable,
though quite involved. A problem appears near the end of the

development where a system of perhaps several thousand




simul taneous equations must be solved. Even though the system
has considerable structure, so that highly efficient solution
schemes could be used, this is a difficult problem. An alter-
native to the spline approach is to use an application of the

multi-dimensional Taylor series expansion (Eq 2).

F(xy, x5, x,) = F(xq, x5, Xp)
oF 9F
S HCHER DS "D
+ . %%n (xn - xﬁ) + higher order terms (2)

where

(xi, xé, .o xﬁ) = point where the value of the

function is known

The key consideration in this approach is the "higher order
terms."” For a nonlinear function there is no limit to the
number of higher order terms, each of which becomes more com-
plicated. The functions being considered will definitely not
all be linear. However, a function can sometimes be made
linear using a change in variables. For instance, if a

function F varies as x3 + 5, we could substitute X' = x3

+ 5;
and F would be linear with respect to x'. This is the approach
which has been used on several data sets in the past. For data
which we can examine and manipulate by hand with the help of
human intuition, we have a reasonable likelihood of discover-

€. b, eX + a, or a* + b.

ing variations like ax2 + b, ax
Physics may also suggest these groups. However, to program
a computer to uncover all of the possible variations would be

10
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a gigantic, if not impossible, task. An additional problem
is that these algorithms are based on the behavior of the
function near the midpoint of the data sets and often produce
serious inaccuracies when applied to points near the edges

of the data array.

Direct Interpolation

Approach

After considering the complications associated with

the algorithm approach, a careful look at the direct inter-
polation approach is definitely warranted. An advantage to
this approach is that output is limited to the range between
the neighboring data points. This avoids the possibly extreme
errors of a modeling approach. If more accuracy is required,
a spline or other more powerful interpolation technique can

be used.

As mentioned previously, this approach has the disad-
vantage of requiring more time and memory when being executed
in the system feasibility program. The objective of the
feasibility program, however, is not to run in minimum time
or with minimum memory. Whether it requires ten minutes and
15K of memory or six hours and 150K, in either case, if the
program is successful, it yill save weeks or months of research +
and greatly reduce the acquisition time of the final systenm.

Another disadvantage to be considered is the require-
ment to store and maintain the data sets. This is normally
done on a tape at the computer center and requires careful x
documentation to ensure that the tapes are retained and that ! 1

11
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the data on them is readily accessible. The other advantages
to be gained certainly warrant the small additional effort

required to document these data sets.

Conclusion

An objective of the program developed, using this
interpolating scheme, will be its applicability to operate on
data sets still under development. To meet this requirement
and to ensure reasonable accuracy from the scheme, it is con-
cluded that the direct interpolation approach, using stored
data, is the best for this application.

Tre next step in the study is the development of a
general subroutine to accommodate at least five variables.
This subroutine should be general enough to be used on a data
set from any of the high power system components. Inputs to
this routine would include the number of independent vari-
ables, the number of data points for each variable, the values
of the variables at the known data points, an array containing
the function values at the data points, and the point at which
the function is to be evaluated. An advantage to this scheme
is that three values (weight, volume, and efficiency) can be
stored in the same data array, and all three can be determined

with one pass through thé subroutine.

12




IV. Description of SUBROUTINE INTERP

SUBROUTINE INTERP was developed by the author to meet
the requirements discussed in the previous chapter. The sub-
routine can accommodate two or more independent variables and
is not limited to five. It can store any number of dependent
values at each point in the array. This allows storage and
interpolation of weight, volume, efficiency, and other data.

The routine includes an error code output which sig-
nals the user when he has requested data from a point outside
the stored array bounds. If data are unavailable for some
points in the array, the user fills these locations with zeros
and the routine automatically searches until non-zero values
are found on which to base the interpolated values. Since
these values normally represent values of weight, volume, or
efficiency, a value of zero should not otherwise appear.

In the following section of this chapter is a dis-
cussion of the inputs to the routine and how the data arrays
are stored. Subsequent sections give an overview of the
routine and then describe each of the three main sections in
more detail. A complete listing of INTERP, a user guide,

and a sample program are included in Appendix A.

Arguments

The first input to the routine, NDIM, is an integer

which specifies the number of independent variables or

13




dimensions to be handled. Allowable values are two or greater.
The second input, LV, is a vector (length equal to NDIM) which
contains integers corresponding to the number of data points
in each dimension. These points do not need to be evenly
spaced. The order of these points establishes the order in
which the dimensions will be considered throughout the routine.

LVT is the next input and is the sum of the elements in
the length vector, LV. LDI is the number of dependent values
stored at each point in the array. Any positive integer may
be used. LDJ is the product of the elements in vector LV.
LVT, LDI, and LDJ are used along with NDIM to dimension the
remaining arrays.

The next input is the vector VAR with length equal to
LVT. The values of the independent variables at the known
data points are stored in this vector. The values of the
first variable are stored first in increasing order, followed
immediately by the values of the next variable stored the same
way, and likewise through the independent variables. These
variables must be stored in the same order as the length values
stored in LV. The input WVE is the array containing the depen-
dent variables (typically weight, volume, and efficiency).
The array has dimensions LDI by LDJ. The first index of the
array specifies which dependent variable to consider for a
given set of independent variables. The second index walks
through the possible data locations by first incrementing
through all values of the first independent variable, then
through all possible combinations of the first and second

14




independent variables, and so on through all the possible com-

binations of independent variables. Zeros should be stored at

any indices where the data are not available. The routine will
check for zero values and search for the next non-zero value.

The input XV is a vector (length equal to NDIM) which
contains the coordinates of the test point, the point in the
data array where the values of the dependent variables are to
be estimated. The vector LWK (length equal to NDIM) is a work
space providing temporary storage locations for index values
within the routine. OUT is the output vector of length LDI
containing the computed values of the dependent variables.

The final argument of the subroutine, IERR, is a two-
digit error message output. The least significant digit will be
either zero or nine. Zero indicates that a requested point is
less than the lowest point, and nine indicates a requested point
greater than the highest data points. The leading digit indi-

cates the dimension in which the out of range condition occurred.

Mathematical Basis

The mathematical basis for INTERP is the multi-
dimensional Taylor series expansion introduced in Chapter III

and repeated below in Eq (2). {

F(xl, Xgp +oe xn) = F(xi, xé, . xﬁ)

oF - x! 3F - x!
fax, 10 ¥ tax, (X X))
F .
+ .. ain (x;, - x}) + higher order terms (2) |

15




"The approach used in this routine is a first-order approach
and neglects the higher order terms. The values of the inde-
pendent variables, X1s Xpp «oe X, at the point where the
function is to be evaluated are labeled XV(1), XV(2), ... XV(n)
in the subroutine.

The subroutine is divided into three main sections as
shown in Figure 3. The first step in applying Eq (2) is to
search the data to find the indices of the dependent and inde-
pendent variables at a nearby known data point to be used for
(xi, xé, cos xﬁ). The next section of the routine checks for
missing values (zeroes) in the dependent data locations speci-
fied above and increments or decrements the indices to find
the nearest, non-zero, dependent variables above and below the
test point.

In the final section of the routine the partial differ-
entials are approximated by first difference expressions which
are evaluated in each dimension and then summed to find the
desired output. In the remainder of this chapter, these

three sections are discussed in more detail.

COMPENSATION
SEARCH DIFFERENCE
INTERP FOR INDICES| °JFOR MISSING EXPRESSIONS
DATA

Fig 3. Flowchart of Main Sections of INTERP
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Finding Index

The first section of the routine contains two main
loops, each with an internal loop as seen in Figure 4. The
first main loop searches each dimension, or string of indepen-
dent variable values (VAR), to find the index of the lowest
value which is greater than or equal to XV(I). When this value
is found, it is stored in LWK(I). 1If XV(I) is less than the
lowest value or greater than the highest value in the string,
an error code is formed and printed, and control returns to
the main program (note paths A and B in Fig 4). The second
main loop of this section uses the computed values in LWK and
the values in the length vectof, LV, to compute INDEX, INDEX
corresponds to the second index of WVE (the known dependent
variable array) at a point near the desired value specified
in XV.

The error indicator, IERR, is initialized to zero at
the beginning of the routine and is revalued when necessary
by the output error code as shown in Figure 5. The most signi-
ficant digit of IERR comes from I, the loop index, and indicates
the dimension being searched when the out-of-range condition
occurred. The least significant digit is left zero in the case
of a below range condition,(path A), and is changed to nine

in the case of a value of XV beyond range (path B).

Compensation for

Missing Data

Section 2 of the routine is actually within two do
loops of section 3 (see Figs 6 and 7). The discussion of both

17




5
INDEX=0
ASSIGN _
IERR,MIN, v
. N=2 NDIM
L [ L
— DO — = T\L
I=1,NDIM | ASSIGN |
I l ITEMP, NDE
YES | 1 I
| *ﬂ‘% ORI
‘o g I M=1,NDE_ [7] I
| ST=LV(I)+1 | v |
=LV ITEMP=
l W ‘ TTEMP*LV (M) [ |
]’— T ketorst [ T v
— I
I l - I TLWK(N)-1) * ITEMA
| 3
l INDEX=
| | INDEX+
I LWK(1)
l
.
|
‘ See Figure 5 for A and B
L CONTINUE |— '—J l
1
ff[ LWK(I)=J+1 _J
L MAxeMAXALV (T4 —
MIN=MIN+LV(I) A
l

Fig 4., Flowchart of Section 1, Finding Index
18




IERR=I*10 IERR=I*10+9
I 7

A

PRINT IERR
RETURN

Fig 5. Flowchart of Output Error Code

sections will be clearer if section 2 is considered first.
It must be recalled that TMP2, IT1, and IT2 are already
assigned in section 3 and that section 2 is included within
loops with indices K and L.

The source of the data used as inputs to this routine
are usually the result of point designs developed by the Aero
Propulsion Laboratory or by civilian contractors. Examining
existing data reveals that in many cases data for some of the
points within the array are not available. In this routine
the missing values of WVE are filled with zeroes. Since these
values normally represent values of weight, volume or effici-
ency of a system component, a value of zero should not other-
wise appear. The final section of the program will use the
values of the dependent variables at points above and below
the test point in each dimension. This requires that many

( points be checked for zero.

19
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INDHI =INDEX INDLO=INDEX-IT1
LHI=LWK(L) LLO=LWK££%—1
| MMAX=LV (L) v
-LWK(L) 00
| A T | N=l,NWAX - T
| 7 YES
: IS
i {WVE (K, INDLO) £0) OR
* [VAR(IT2+LHI)
| =XV(L)]

NO
LLO=L1O-1
L LHI=LHI+1 - — moo=moLo-111 P~ —4
~—{ INDHI=INDHI ju —
+IT1 AQL
I=
I=

See Figure 7 for C and D

Fig 6. Flowchart of Section 2,
Compensation for Missing Data
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SECTION 1

DO
K=1,LDI

¥

ASSIGN
TMP2,IT1,
IT2

v

DO
L=1,NDIM [— =

TMP=1
WVE (K, INDHI ) -WVE (K, INDLO)

¥

TMP2=TMP2+
XV(L) ~-VAR(IT2+LHI) ]*TMP1
VAR(IT2+LHI) -VAR(IT2+LLO

)

L. 1 m-mwave)
IT2=IT2+LV(L)

W

(K)=WVE (K, INDHI) +TMP2

Fig 7. Flowchart of Section 3, Difference Expressions
21
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In the first part of this section, the index of the
point above the test point, INDHI, is initialized as index
(see Fig 6). The stored value of WVE (K,INDHI) is then tested
for zero. 1If a zero is found, INDHI is incremented and the
check is made again. If the check fails after the highest
value in the string has been checked, an error output is gen-
erated (path b) as in section 1, indicating that the point is
beyond range and in which dimension. Note that the index of
the independent variable, originally stored in LWK, is stored
in LHI and is incremented along with INDHI. This value is
required in the final section of the routine,

The remainder of this section repeats the process just
described for the known point below the test point. In this
case, the dependent variable index is stored in INDLO and the
dependent variable index in LLO. Again, a route to the error
code is provided (path A) when a non-zero value is not found

in the string.

Difference Expressions

The objective of the final section is to determine the
estimated values of the dependent variables at the test point.
This is done by approximating Eq (2), using first difference
equations to replace the partial differential. TMP1 divided
by VAR(IT2+LHI) - VAR(IT2+LLO) replaces the partial differen-
tial and (xn = xﬁ) is replaced by XV(L) - VAR(IT2+LHI). Com-
pare Figure 7 and Eq (2). The quantity WVE(K,INDHI) in the

final statement corresponds to F(xi, xé, ‘oo xﬁ) in Eq (2).

22
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The results of these approximations are discussed in
the following chapter. It is shown there that the dependent
variable values are output unchanged when the test point coin-
cides with a known data point, and that the output corresponds
to a straight-line approximation for points between known data

points.
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V. Evaluation of SUBROUTINE INTERP

The objective of the evaluation was to choose a repre-
sentative data base and develop the program to call INTERP.

The output of this program is then studied to ensure that the
subroutine is producing reliable data. The data set selected
contains the results of a conventional generator design pro-
gram.

This data set is well suited for a test of the routine
with three independent variables and three dependent variables.
The independent variables are RPM, voltage, and power. The
dependent variables are specific weight, efficiency, and
volume. This data set has the added advantage that an algorithm
has already been developed to approximate the variation of spe-
cific weight as a function of the three independent variables.
This algorithm is the one presented earlier as a representative
case of three algorithms (Eq 1, page 7). This will provide
the opportunity to compare the subroutine output with the

algorithm results.

Program CGEN

The program developed to manipulate the conventional
generator data is named CGEN. A complete listing of the pro-
gram, along with input and output data, is located in Appendix
B. As seen in the flowchart in Figure 8, the program begins
by printing the labels for the output data. Both the dependent
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START

PRINT DATA LABELS

v

READ
NDIM,LDI,LDJ,LVT
LV(I),I=1,NDIM
VAR(I),I=1,LVT

SToP

PRINT XV,0UT

<4

COMPUTE SW
USING EQ 1

Y

PRINT SW

Fig 8.

Flowchart of Program CGEN
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and the independent variable values at the test points are
included in the printed output. The dimensioning information
and values of the independent and dependent variables at the
known points are then read from the data file. As anticipated,
there were numerous cases where the dependent variable values
were not available. Zero fill was used at these positions,

as previously discussed.

The remainder of the program reads a test point, XV,
and calls INTERP. If no error is encountered, the output is
printed. The program then computes the specific weight using
the algorithm presented earlier (Eq 1) and prints that value
for comparison. If an error is encountered, the message will
be printed by the routine and the program goes on to the next
test point. The program stops when it has used all the test

points in the input data file.

Results

Many test points were run through CGEN to ensure that
the routine was working properly. Several errors in the
routine were discovered and corrected before it reached its
present form. Test points were run at known points to ensure
the routine agreed there. Points above and below the range
were used to test the error code function. Points were also
tried at and near locations with zero fill to ensure section
2 of the routine performs correctly.

With all corrections made and all functions of the

program and routine working correctly, the test points included
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X GIVEN DARTA
§. + FROM SUBROUTINE
A FROM ALGORITHM
3
T
2
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;;o.oo 110.00  140.00 170.00 200,00 230.00 260.00 290.00  320.00
VOLTS (L-N) =10

Fig 9. Comparison of Algorithm and Subroutine

Changing Voltage, Volts .65

in Appendix B were used to produce a set of data for closer

study.

while holding the RPM at 18,000 and the power level at 8,83
megawatts.
seen in the figure, the output from INTERP agree with the
given data at the known po@nts and form a straight-line ﬂ
approximation between known points.
ithm is close to the given data at the lowest voltage, an

error of 6.6 percent.

In one group of test points, the voltage was varied

The results are plotted in Figure 9.

The value fr

However, at the highest vo

error increases to 40 percent.
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There are two additional groups of data presented in
Appendix B. 1In one group the voltage is held constant at
577 volts and the power at 4.91 megawatts. The RPM is varied
from 8,000 to 20,000. The subroutine output again agreed with
the known data and a straight-1line approximation between points.
The algorithm data agreed much better in this case with the
error varying between 1.2 and 12 percent.

In the other portion of the data set, the RPM was held
at 18,000 and the voltage at 2885 volts, whiie the power level
was varied. The subroutine output again agreed well with the
data as expected; however, the error in the algorithm output
was nearly constant at 40 percent.

Plots of all three sections of the data are included
in Appendix B. Any number of data sets and plots could have
been listed and plotted, but these three were chosen to show
the range of possibilities and advantages of the subroutine

approach over the algorithm approach used previously.
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VI. Conclusions and Recommendations

The original objective of this study was the develop-
ment of a computer program to produce the weight and volume
algorithms required for the computer aided design of high
power systems (Fig 1, page 2). These algorithms were to be
based on the data contained in point designs being produced
by contractors. A careful comparison of the advantages and
disadvantages of an algorithm program versus a subroutine to
assess and interpolate the data from these designs was made.
The result of that comparison was the decision to develop an

interpolating subroutine.

Conclusions

INTERP is the subroutine that was developed. It has
the flexibility to interpolate a data array with two or more
independent variables and will output the interpolated values
of any number of dependent variables. Missing values in the
stored data are compensated for by using zero fill at these

data locations. Output values at known points agree exactly

with the stored values, and the values between points are based

v

on a straight-line approximation in each dimension.

The results of the evaluation made show that the rou-

tine meets all the objectives. The flexibility of the routine

exceeds the original requirement to handle five independent
and three dependent variables. Accuracy is as expected, and
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an error code informs the user when a desired test point is
outside of the data range. A comparison with a previously
developed algorithm shows that INTERP can greatly reduce
errors that sometimes exceeded 40 percent using the algorithm

approach.

Recommendations

One of the next steps in this computer-aided design
program will be the development of an executive program to
implement the design tradeoff study in Figure 1. This program
will iterate through large numbers of possible component con-
figurations to find designs which optimize weight, volume,
and efficiency.

Several of the component design programs have already
been developed and a major task will be the interfacing of
these programs, available data sets, and the subroutine
INTERP. Another project that may prove beneficial is the
extension of INTERP to give it the capability to also extra-
polate beyond the given data range. It is not yet clear

whether there will be a requirement for this capability,
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User Guide to INTERP

This routine is used to interpolate between known
data points within a data array containing two or more inde-
pendent variables and any number of dependent variables. The
user must supply the routine with known values of both the
independent variables (VAR) and the dependent variables (WVE)
at some known points. Values for the indepéndent variables
are then input (the test point) and the outputs of the routine
are the dependent variable values associated with the test
point.

I1f a value of the test point is outside the range of
the known values, an error message will be output, indicating
which dimension (or which of the independent variables) was
out of range, and whether the test value was below or beyond
the data range. This error code (IERR) is further discussed
in the argument description below.

To call INTERP, the following statement is used:

CALL INTERP (NDIM, LV, LVT, LDI, LDJ, VAR, WVE, XV,

LWK, OUT, IERR)

Arguments must be dimensional and valued as described below:

NDIM -- Number of éimensions or independent variables

(integer, two or higher)
LV -- Length vector containing number of known data
points in each dimension (integer vector,

length equals NDIM)
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LVT -- Sum of the elements in the vector LV (integer)
1 LDI -- Number of dependent variables (any positive
integer)
LDJ -- Product of the elements in the vector LV
(integer)

VAR -- Values of the independent variables at the
known points (vector, length equals LVT)

WVE -- Values of the dependent variables at the known
points (array, LDI by LDJ), use zero fill for
array points with no data

XV -- Test point, coordinates where the dependent
variables are to be estimated (vector, length

B equals NDIM)

LWK -- Working space (vector, length equals NDIM)

OUT -- Output, containing computed values of the

dependent variables (vector, length equals LDI)

IERR -- Error message (output), zero indicates no error;
otherwise, first digit indicates dimension,
second digit indicates out of range; zero -

below data range, nine - above data range.

g Sample Program

Program SAMPLE is listed below as an example to the

user. The known data is shown in Table I. Notice there are
two independent variables (VAR1l, VAR2) and one dependent vari-
able (WVE). 1If there was a second dependent variable, its

values would have been stored in WVE (1,7) through WVE (1,12).
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The test points used and the resulting output are shown
in Table I for comparison with Table I. If one of the dependent
variable values listed in Table I had not been available, it
could have been replaced by a zero. INTERP would then have ig-

nored the point and made the interpolation based on the remain-

ing points.

TABLE 1
Input Data for Program SAMPLE
AR1
5.0 10.0 20.0
VAR?2
20.0 || 1.0 | 2.0 3.5
3.0 4.0 7.6
50.0
WVE
TABLE 11
Test Points and Resulting Output (SAMPLE)
VAR1 VAR2 ouT
6 25 1.53
8 L 30 2.27
12 40 3.35
16 45 5.47
18 55 *

*Error (IERR=29), VAR2 Beyond Range
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SO

SO0

[ )

FROGFAM ZAMPLE CIMFUT«OUTPUTY
DIMEMNIION WWE €1 ek s AR €S o 20 e o LK 620 s OUT €1 s LY £ 27

DIMENZION IHFORMATION

EHOWN INDEFEMDENT WRFIRELE YRLUES

VAR (S =50

EHOWM DEFEMDENT WARIAELE WALUES

WYEr1e 12 =1
WYE e 21 =8
WYEC1e31=32,5
WVE (1l g2 =2
LIYE (1451 =4
WYES1e&2=7. 6

FEAD TEZT FPOINT

15 FEADI®« t% T o I=1 o HOIHMY
IFCEQFYSLIMFUTY JHE. 0. ZTOF
CALL IMTERF cMDOIMe LW e LW ToLDIs LD e YAR WIVES
1 Vel «DUTs IERRD
FRIMTes "OLIT="« 0T (1
G0 70 15
END

Input Data Output Data

OlT=1,53

i —_— -
JIT=2. &
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Listing of INTERP

TUBRDUTINE INMTERF cMDIMa LW e LT o LDIs LD ds WAR s WIVE s XV
1 LW «OUT IERRD

DIMENMIION WMYE v DT oL o WaAR CLY Ty o 2 eMDIMY o

1 Lhl oMNDIM « ODUT cLDT o LW CNDIMD

© TECTION 1. FINDING INDEX
o
1ERR=0
MIN=1
M LN E 1
S FIMD Ltk TO FORM INDEX
DO 20 I=1sMIIM
£ CHECY FOR WALUE RELOW RAMSE: IF 0. S0 TO EREOR CODE
H
FocDn LT, YAR eMINY Y 30 T3 30
: LIT=Ly eI +1
£ LOOF TO FIND THE MINIMUM STOFED YALUS: WHISH IT SRESTER
£ THANM OF SoUAL TO THE TEST FOINT
c
IO S k=1+L3T
Jd=k -1
IF ey eIy JLELYAR CMIN+3Y 50 TO 10
‘6 CHECK FOR VALUE SEOYE RAMSES IF 0. 50 TO ERROF CODE
IF e eI BT WAR (MAXY Y 30 TO 35
5 CONT IMUE
c
C  STORE THE INDEX OF THE INDEPEMIENT VASIAELE FOUND IN LUl cDD
;0 HRA LS 3

c
2 EET MAX AMD MIM FOR MEXET DIMEMZION
C

MRE=MREALY T #10
c0 MIN=MIN+LY C(ID ’
53 TO 3%

© OUTPUT EREORF CODE
20 IEFF=1+10
2 PRINT e " IERF="+ IEPR

RETLIEN
35 IERR=1010+3
530 T3 31
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=9 INDE

FIHD INMDES OF WVE CORREZFOMLIMG T Luik

DO S0 MH=2«NDIM
IT "1'
MIE=M-1

DO 30 M=1sMHDE

an ITEMR=ITEME &% M)
w0 IHDEH= L (MY =10 ¢ ITEMR+INDEX

CYOIC

A0

Yoo

YOI

I 0N

an

ITHOEE=THDOE = +LWK 1)
TECTION 2. LOOPE T3 FORM DUT kD

0 70 E=1+LD1
TMRZ2=1)
ITEe=0
ITi=1
DO =0 L=1+MDOIM

ZECTION & COMPENZATIONM FOR MIZIING DATAH
IMITIALIZE INMDHI 2CHEDK FOR ZERD AT WWE Gk« IMDHI?
INDHI=INDEX
LHI=UWK L)
MMAE=SLY CLD =Lulic (L)
g S5 M=1«MMAY
IFCUE ti e I?"DIIHI.'I' LHE.D 30 TO 545
IF ZEROs IMIFEMEHMT INDHI &NMD F ECK

LHI=LHI+1
Ss IMIAI=INDHTI +IT1

IF EWD OF DARTAH ZTRING 1Z REAZHEDS IEMD ERFOR MEISASE
=L
530 T3O 35
IMITIALIZE IMDLO 2IHECK FOR JERD AT WWE ks INDLOD
Sa INDLU=I-"1DE:>-‘C-IT1
Led=sLk L -1 ‘
MMAE=LL
IO S7 M=1.HMAY
TRy E vk e INDLOY JME. 02 JOR, SV el JED VAR CITEZ+LHIIND
50 710
IF ZEFD DECREMENT INDLO
LLO=LL0-1
S7 INDLO=IMNDLO-1IT1
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¢ eoem THE DIFFERFENCE SHPREISIONG AND IuM THEM TO 58T OUT O
W A C el it A= | L

* 52 TP =UWE ¢« THIA TS <WWE (e THDLDD

TMEESTHREE+ ¢ Oy (LD MAR (I TEHLHTI Y oTHP LS
1 fHHP(ITE+LHI)-HHQfITE+LLU)5p

D R B
2

RESET TEMFORAFIEE ITI a0 ITE FOR HERT DIMENSION

ITI=IT1elW il

20 ITS=TTE+LN (LD
v OUT ek =nE e THOAT 2 #THMPZ
RETURN

_END

<.
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APPENDIX B
PROGRAM CGEN
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TABLE III
Input Data for Program CGEN
Independent Variables Dependent Variables
RPM Voltage Power Sp. Wt. Efficiency(zs?u?:
(* 1000) | (volts) (MW) (1b/kW) (%) * 1000) |
8 577 4.91 .224 94.9 16.7
10 577 4.91 .194 95.3 10.1
12 577 4.91 .160 95.5 7.0
14 577 4.91 .140 95.8 5.5
16 577 4,91 .134 95.4 4.8
18 577 4.91 124 95.4 4.1
20 577 4.91 .122 94.9 3.8
8 1154 4.91 .231 94.8 16.9
10 1154 4,91 .185 95.5 10.2
12 1154 4.91 .164 95.7 7.2
14 1154 4.91 .145 95.8 5.6
16 1154 4.91 .138 95.7 4.9
18 1154 4.91 .128 95.6 4.2
20 1154 4,91 .132 95.0 4.0
8 1731 4.91 .226 94.9 17.0
10 1731 4.91 .195 95.4 10.5
12 1731 4,91 .162 95.8 7.4
. 14 1731 4.91 .157 95.6 5.9
16 1731 4.91 .i46 95.6 5.0
18 1731 4.91 .133 95.6 4.4 :
20 1731 4.91 * * * |
"#No Data Available ‘ }
Y
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Independent Variables

Dependent Variables

RPM Voltage Power Sp. Wt. |[Efficiency] Ygi?mgn
f£* 1000)| (volts) MW) (1b /kW) (%) * 1000)!
8 2308 4.91 . 237 94.7 17.3
10 2308 4.91 .195 95.4 10.6
12 2308 4,91 .176 95.6 7.6
14 2308 4,91 .160 + 95.7 6.0
16 2308 4,91 .149 95.7 5.1
18 2308 4,91 .137 95.5 4.6
20 2308 4,91 .134 95.3 4.2
8 2885 4.91 .245 94.6 17.6
10 2885 4.91 .197 95.4 10.7
12 2885 4,91 .170 95.7 7.8
14 2885 4,91 .160 95.7 6.2
16 2885 4.91 .149 95.5 5.1
18 2885 4,91 .147 95.5 4.7
20 2885 4.91 .142 95.3 4.5
8 577 6.87 .196 95.4 17.7
10 577 6.87 .172 95.8 11.3
12 577 6,87 .154 95.8 8.4
14 577 6.87 .139 95.6 6.8
16 577 6.87 .137 95.3 6.0
18 577 6.87 .121 95.0 5.3
20 577 6.87 .120 94.3 4.9
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Independent Variables

Dependent Variables

RPM Voltage Power Sp. Wt. |Efficiency ¥2i?m§n
.(* 1000) (volts) (MW) (1b/kW) (%) * 10001'
8 1154 6.87 .197 95.5 18.0
10 1154 6.87 .175 95.8 11.5
12 1154 6.87 .154 96.0 8.6
14 1154 6.87 . 140 © 96.0 6.9
16 1154 6.87 .134 95.6 6.2
18 1154 6.87 .125 95.5 5.4
20 1154 6.87 * * *
8 1731 6.87 .201 95.6 18.2
10 1731 6.87 .188 95.7 11.8
12 1731 6.87 .156 96.0 8.7
14 1731 6.87 . 149 95.8 7.2
16 1731 6.87 .138 95.7 6.3
18 1731 6.87 .130 95.5 5.7
20 1731 6.87 * * *
8 2308 . 6.87 * * *
10 2308 6.87 177 95.8 12.1
12 2308 6.87 .160 96.0 8.9
14 2308 6.87 .154 95.8 7.4
16 2308 6.87 .143 95.7 6.4
18 2308 6.87 .135 95.6 5.9
20 2308 6.87 * * *

* ®*No Data Available
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Independent Variables Dependent Variables
RPM Voltage Power Sp. Wt. Efficieﬁgy ¥gi?m§n
(* 1000) | (volts) | omw) | (1b/kW) (%) £ 1000)
B 8 2885 6.87 .215 95.4 18.8
10 2885 6.87 .186 95.8 12.2
12 2885 6.87 .173 95.8 9.3
14 2885 6.87 .154 *96.0 7.6
16 2885 6.87 .151 95.6 6.7
18 2885 6.87 .142 95.5 6.0
20 2885 6.87 * *
8 1154 8.83 .188 95.7 19.1
10 1154 8.83 .168 96.0 12.8
12 1154 8.83 .153 95.9 9.9
14 1154 8.83 .136 95.9 8.1
16 1154 8.83 .138 95.4 7.5
18 1154 8.83 .131 95.1 6.8
20 1154 8.83 * *
8 577 8.83 * *
10 577 8.83 * *
12 577 8.83 * *
14 577 8.83 * *
16 577 8.83 * *
18 577 8.83 * *
20 577 8.83 * *
* *No Data Available
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Independent Variables

Dependent Variables

RPM Voltage Power Sp. Wt. |Efficiency volume
(* 1000) | (volts) o) | (1b/kW) | (%) feu. in

8 1731 8.83 .185 95.8 19.5
10 1731 8.83 | .166 96.1 13.0
12 1731 8.83 .152 96.1 10.1
14 1731 8.83 142 95.9 8.4
16 1731 8.83 141 | 95.6 7.7
18 1731 8.83 .128 95.5 6.8
20 1731 8.83 * * *
8 2308 8.83 .189 95.9 19.7
10 2308 8.83 .171 96.0 13.3
12 2308 8.83 .156 96.1 10.3
14 2308 8.83 .151 95.8 8.8
16 2308 8.83 .145 95.6 7.9
18 2208 8.83 .141 95.2 7.3
20 2308 8.83 * * *

8 2885 8.83 .195 95.8 20.1
10 2885 8.83 .173 96.0 13.4
12 2885 8.83 .158 . 96.1 10.5
14 2885 8.83 .154 95.8 9.0
16 2885 8.83 .147 95.7 8.1
18 2885 8.83 .137 95.5 7.3

_20 2885 8.83 " . *
* ®No Data Available
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Listing of Program CGEN

FROGFAM CREM IMFUT «OUTFUT
DIMEHZION WVE CZe LOTY o WA 1S o BV O30 o LUK 030« OUT 037 o LY 030

FRINT COLUMH HEADINGE FOR BUTFUT DATH

lw Ew il

c FRINTe« "RFM ok ¥ oL-H Fldk <My ZFNT LEAKN EFF ¥

1IN”
4 FORMAT L2 0FS, D SD s 30FE, 295D

FERT INFORMAYIOM MEEDED TO DIMENZION ARRARYE

[ N R

FEARD®s MHDIMsLTILDIsLNYT
FEATies (L4 T3 s I=1aHDIMY

FERD THE IMDEFEMDENT “AFIARELE YRALLES

[

FERADes AR CTT s I=14LVTD

FERD THE DEFEHDENT “WRARIAELE “YRLUES

OO0

Do 10 J=1.L01
10 FEATI®s tLIVE  de kD o K=19 1 S
C
T FERD THE TEZT FOINT
C
15 FEATIi®os (W T e Izt e NTIM?
IFEOF "SLIMFUTs .HEL 0. ZTOP "EMD OF RUNT
CALL  IMTERP SHDIMa LW e LYTLDIs LDl WHFR s WWE s
1 %o LWE«DOUTs IERF?

IF THEFE WARZ AWM EFRORs 30 TO THE MEXT FPOINT

[l N

IFCIERR.NE. O 30 TO 15
FRINT THE IMDEFEMDENMT AMHD DEFEMDEMT WALUEZ AT THE TEIT POINT

FRIMT ¢ 00 ola e I=1s 200 VOUT V4 o =14 300

[ ]

COMPUTE THE ZFEC. WT. UZIMSE THE ALGORITHM. FOFR COMPARIZON

Thiz, 157601, 28~ 22 0 HN IS <D e 43 e i—  NE+1, DES 0 (VLD /14
e - S NS I e RSET 4. 1A Y 2V IR T (I, L 000 D
c .
C FRINT THE ZFEC., WT. COMPUTED
Cc
FRINTes"ZFP WT «(FROM RLGY="sZW
50 7O 15
END
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Output from CGEN
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Output from CGEN

-

FEM ek vV oL=N PUR o oMuy SRMT LE-kWM EFF VOL KU IN
2

=, 57T, 4,310 .24 24,900 15.700
P ONMT FRDOM HL53=.”'“ o

ED STV, Lo 25.100 2.400

IPONT CFROM H;ﬂ'-.ﬁU”Qcﬂ
10 BT

T . . 133 5,300 10.100
TROWT CFRON HLGF=.13£D£I4“”°4L
11. S . 4,910 LATT 5,400 2.550
P ONT CFROM ALSr=, 183SS5I00R8ES
1Z. T, 4.310 L1580 F5.500 F. 000
IPOWT JFRIM ALGr=,1 4H.4L¢T4b?3
2. 5V, LR 150 35,550 Z.2%50
ZPOWT CFRIOM HLS?=.1~-1H1”4anH
14, STV . 4,910 .130 AT, 200 5.500

o= WT CEROM 9L55=.1€T:4'4J =31
15. STT. 210 . 137 A5.500 S5.150
SPOMT (FROM ALSY=.15 n-=4n" NS
15, & T . 4,910 .134 35,300 4.200
TPONMT (FRON HLGW=.144nElﬁnn1 12
17. srr. LA L1829 95,400 3.450
ZPOWT oFROM HLG-=.13341:4-173ﬂ°
15, ETr. 3.910 .1&4 SIS, 300 4.100
IPOWMT CFROM ALGY=, 1332814337904
‘ 19, AT T . 34.9110 L1232 35,150 2,950
P OMT (FROM ALSr=, 1285533911922
210, STV . 34,3110 132 24,900 Z.300
IPOMT CFROM ALGr=. 1242205354014
12, SEES. 4.91& . 147 35,500 4.700
IRONT CFROM ALSY = S0FS0TEN0AS3E
132, Zaes. S.0nn . 147 Q5,500 3.750
SR OWT CFROM ALGY=,.S09131STFSNTPT
13, cEEs, 5,500 . 145 25.500 S. 091
TP OWT CFROM ALG =, 20ASTISESE301
12, Seas. A, 000 1443 35,500 S.423
SPONMT FROM AL =, 2031282995148
15, cEEs, A.500 . 143 FTE.500 S.7vS%
ZPOWT FROM HLSE=.hHl’1H 32559
12, cass, T . 142 Q5,500 S.000
ZPONT FROM ALSY=.Z2N01SSETEN14S
1=. ZaES. Ta 0y 142 _RS.500 5. 35
IP WMT CFROM ALGY =, 19ISE18274472
15, ZeEs, .130 *S.500 S.418
ZPONMT FROM ALSY=
15. cass, . 139 SS.S0n0 S.749
TP OWMT FROM AL =
13, ceRs, . 13E S3.500 v. 081
IPOMT (FROM ALSH=
1%, caes. 137 Q5,500 T.300
TP WT FROM ALGY =




§
pp™ K v LM INF (MN)  SPWT LB/<KM EFF VAL KCY T
12, 1154, . 121 25,100 Z.200
ZEOMT O FROM ALSr =,
1<, 200, 2.2 .121 25,122 s.200
IR OWT FROM HL~-=.141H1€l
12, 1300, = L1E0 a5.271 o200
=T 'v’l’ﬂ"’ |"'|_31'=-14?
15, tann, = L1283 5. 403 Z. 200
P OMT (FRIOM ALGY=.153
1. 1v=1. = . 135 Q5,500 &.800
T WMT O CFEOM ALSr =157
o 1200, = L1320 35,3454 S5.5580
SPOWNT CFROM ALSh =, 15%
12, Sanig, = 124 Q5,250 7. 033
TEOWMT O CFROM O RLG
12, SEnn, . 129 Q95,2548 7.c08
S8 OMT CFROM RLS:
1=, Sane, . 141 Qs &an T.200
SROMT FRIOM ALSY
12, =300, L1an S5.242 FAPEELEAS
SFPOLT CFRIOM PLSr=
‘ 12, ZE00, .13 as, 358 730
P MT CFROM ALSY=, 183
{ 15. 220, = L1328 9%, 455 TeZuu
! P MT CFROM ALG)=, 189S
13. SRS, = 1327 SOo f.30n
TP OMT JFROM ALS)=, 1938
TP MDD 3OF FUM
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